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INTRODUCTION

Three Drexel Information Science student research studies are reproduced in this vol-
ume of the Drexel Library School Series. The student authors are the following:

Ralph Garner, who received the Drexel M. S. in Information Science in
June 1965, is now President of Ralph Garner Associates, New York,
and a doctoral student at New York University. Garner also has a B. S.
in Physics from the City College of New York.

Lois Lunin, who received the Drexel M. S. in Information Science in
June 1966, is now Program Director, Information Center for Human
Communication, Welsh Medical Library, Johns Hopkins University,
Baltimore. Mrs. Lunin received her B. A. in biology from Radcliffe.

Lois Baker, who received the Drexel M. S. in Information Science in
June 1966, is now with the Institute for Scientific Information, Phila-
delphia. Mrs. Baker also has a B. S. in chemistry from Western
Reserve University.

These students are three of the first four graduates from the Drexel Information Sci-
ence curriculum. The first graduate, Santina Isabella received her M. S. in Informa-
tion Science in June 1964. Miss Isabella is now with the National Library of Medicine,
Bethesda. Her research report was summarized in the Proceedings of the American
Documentation Institute (Parameters of Information Science) held in Philadelphia in
1964.

This volume is offered with the hope that full publication will provide essential data
for the serious student and that the economies of the paper-back form will bring it into
reach of all. Few studies can be clearly and completely understood without full text
and data.

A full curriculum in the information sciences was first offered by Drexel in the Spring
of 1963. The decision to offer a full curriculum was reached as a result of the enthu-
siastic response to course offerings in documentation and information science since
1959. These course offerings were, in turn, a logical outgrowth of a generation of
emphasis on special librarianship at Drexel. The Information Science program is
quite separate from the Library Science curriculum. Most students in the program
offer at least a bachelor’s degree in a science or technology subject field for admis-
sion; many have more advanced work, both in academic and job experiences. A total
of 125 students have been admitted to the Information Science curriculum since it be-
gan. The curriculum was established to educate indexers, abstracters, translators,
literature and patent searchers, computer center staff members, systems analysts
and designers, and information center administrators. The program is offered in
close cooperation with the Drexel Computer Center, the College of Business Adminis-
tration and the College of Engineering and Science. The eminence of its part-time
faculty has been a distinguishing feature.

Drexel sponsors the Drexel Information Science Series published by the Spartan Press,
Washington, D. C. , now in its fourth volume. A list of this Series as well as the
Drexel Library School Series is given at the back of this volume with the hope that it
will be useful to the library and information science world.

A summary of Mrs. Baker’s report is to be published in the Journal of Chemical
Documentation. A summary of Mrs. Lunin’s  report was published in Methods of

1



Information in Medicine and in the Proceedings of the International Federation for
Documentation meeting in Washington, 1965.

The following are among the cooperating institutions contributing to these studies:
(a) M. D. Anderson Hospital, University of Texas, Houston, (b) Drexel Biology De-
partment, (c) Institute for Scientific Information, Philadelphia, (d) University of
Pennsylvania, Moore School of Electrical Engineering, (e) U. S. Air Force, and (f)
the Welsh Medical Library, Baltimore.

In carrying out their studies Mr. Garner received assistance from Eugene Garfield,
John Harvey, J. B. Maginnis, and Richard Davis; Mrs. Lunin from Isaac Welt, Claire
Schultz, Richard Davis and Martin Lunin; and Mrs. Baker from Arthur Elias,  John
Harvey, Conrad Kruse, and Clarence Van Meter. In addition, the assistance of
Antoinette Pasles and Joseph D’Auria  in producing this volume should be recognized.

Barbara Flood
Instructor of Information Science
Christmas, 1966
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A COMPUTER ORIENTED, GRAPH THEORETIC ANALYSIS

OF CITATION INDEX STRUCTURES

Ralph Garner



PREFACE

The purpose of this research was to investigate whether or not the
mathematical discipline of graph theory is applicable to the analysis
of citation indexing, and if it is applicable to identify these areas
and perform a graph theory analysis. Graph theory was found ap-
plicable. It was possible to analyze all of a list of citation index
terms and structures. However, a detailed analysis of the physical
representation of the citation index search product has been omitted
since it has been found that an analysis of the topological charac-
teristics of a citation index search product requires the application
of concepts significantly different from those employed in this re-
port.

The facets of graph theory applicable to citation indexing structures
has led to much material which is valuable in socio-historical re-
search. Consequently, this material has been included for com-
pleteness.

In order to exhaustively investigate all the material presented
above, it is first necessary to develop a mature understanding of
all aspects of graph theory. To do this thoroughly would require
more time than is required to complete this research. Conse-
quently, the author has attempted to gain an overall knowledge of
graph theory and in so doing, has attempted to avoid missing an
aspect of graph theory which might be fruitful; but along with this
it is admitted that no aspect of the graph theory has been completely
or exhaustively utilized. It is with this understanding that the
author presents, rather than an exhaustive graph theory analysis,
an introduction to a graph theory analysis of citation index struc-
tures.

4



CHAPTER I

INTRODUCTION

The purpose of this research is to investigate whether the mathematical discipline of
graph theory is applicable to the analysis of citation indexing, and if it is applicable to
identify the areas and perform a graph theory analysis. This paper, therefore, pre-
sents a mathematical notation based on that conventionally used in graph theory, and
then applies the notation to the many aspects of citation indexing discussed in the liter-
ature.

The motivation for this work is the belief that a mathematical notation will permit a
clear statement of the problems associated with citation indexing and will consequently
facilitate needed solutions. Moreover, it is believed that a mathematical notation can
be beneficially used when discussing citation indexing structures so as to permit non-
ambiguous communication among researcher, system designer, programmer, and
users of citation index data. The notation presented here will afford definitions of the
input, output, and processing problems associated with the computer manipulation of
citation index data. Additionally, this notation will facilitate a detailed and exac’t dis-
cussion of the use of citation data for socio-historical analysis.

Need for an Analysis of Citation Index Data

The use of printed citation indexes as a tool for retrieving information is well estab-
lished. At present the use of these printed indexes limits the use of citation indexes
to searches which can be completed by a book-form, non-manipulative, index. Most
citation index searches are reduced, therefore, to a page-turning procedure, compar-
able to searches with conventional indexes. It would be desirable to use large-scale,
citation index files in machine language for searches involving manipulative techniques
of interrogation. In the near future such large-scale citation files will be available.

With the availability of large-scale, citation files on magnetic tape or other media, a
host of new problems need solution. Effective searching of large-scale computer files
involves major programming tasks. The accomplishment of these tasks is dependent
upon one’s ability to specify and formulate, in a mathematical notation, both the data
and the operations involved. It is necessary, therefore, to unambiguously define the
structure of the search question. Only when these two structures are fully understood
can one then efficiently proceed to design a powerful system for storage and retrieval
of citation data. The problems which each of these structures present is outlined below.

The Structure of Citation Index Data

The use of mathematical descriptions almost inevitably creates a synthesis of what has
already been said, along with a succinct and manipulative compressing of ideas. This
has not yet happened to the literature on citation indexing. For example, such terms
as “connectedness,”  “cycling, ” “critical path,” “bibliographic coupling,” which fre-
quently appear in the literature, have not been sufficiently examined -- mathematical
definitions at present do not exist. It is these terms and others like them that can be
brought clearly into focus through the use of mathematical notation. The use of such a
notation would provide clear-cut descriptions so that problems could be defined for
programmers. A mathematical notation, therefore, is needed to describe the struc-
ture of citation data so that computer-oriented tasks can be performed, and thereby
permit the use of large-scale citation files in an information retrieval system.
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Structure of the Search Query

Asking a machine-form citation index system a question presents a number of new
problems. In the MEDLARS system the formulation of a query is in the form of a
Boolean statement: Give me everything you have on (A) roentgenological techniques in
(B) Schmorl’s disease in (C) geriatric patients; or in Boolean notation AnBfXZ. B u t
what kinds of questions can we ask in a citation index system, and more importantly,
how do we formulate a question in a citation index system? While it may be true that
Boolean symbolism is useful, it certainly is far from a panacea. Moreover, for a
citation system, Boolean symbolism alone, is completely inadequate. The problem,
therefore, is to provide a computer-oriented procedure for formulating search ques-
tions.

Graph Theory

Graph theory is a branch of mathematics which belongs in part to topology and more
closely in subject matter and method to combinatorial analysis. It also occurs, some-
times under other names, in electrical network analysis, organic chemistry, theoreti-
cal physics and statistical mechanics and the group dynamics aspects of social psy-
chology, Graph theory, loosely defined, treats of graphs wherein pairs of points are
joined by lines.

Interest in graph theory and its applications has fluctuated considerably since its early
development two hundred years ago. At that time Euler grappled with the celebrated
Konigsberg bridge problem. However, it took many years for other applications of
graph theory to be found. As early as the late 19th century, Cayley (1821-1895)
founded the study of matrices and showed how matrices could be used to represent
graphs. Moreover, Cayley was the first to apply graph theory to the problem of rep-
resenting chemical structures. For several decades potential applications and the
value of graph theory went unnoticed. Recently interest in graph theory has developed
in the information sciences.

Summary of the Literature

In 1955 Garfield’ first proposed the use of citation indexes for science. Recently he
has surveyed the literature of this field and discussed its many applications,2  and ths
references he listed have been omitted from the bibliography of this paper. Garfield
had also discussed the use of graphs in citation indexing in the social sciences and ex-
panded some earlier notions on citation networks. 4

Graph theory as an established branch of mathematics has few comprehensive texts.

I E. Garfield, “Citation Indexes for Science -- A New Dimension in Documentation
Through Association of Ideas, ” Science, 122 (3156): 108-111 (1955).

2 E. Garfield, “Science Citation Index -- A New Dimension In Indexing,” Science, 144
(3619): 649-654 (1964).

3 E. Garfield, “Citation Indexes in Sociological and Historical Research, ” American
Documentation, 14 (4): 289-291 (1963).

4 E.  Garfield, “Citation Indexing: A Natural Science Literature Retrieval System
for the Social Sciences, *’  The American Behavioral Scientist, 7 (10): 58-61
(1964).
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The standard English works are Berge5 and Ore6 which have been available since 1962.
The number of articles on the application of graph theory, however, is vast. Flament,7
for example, in applying graph theoretic notions to group structures has over 85 bibli-
ography items.

This research reports the application of that portion of graph theory which is useful in
defining and analyzing a citation network. The papers related to this research are
listed in the Bibliography. Of these authors none discuss graph theory in this particu-
lar context.

Included in the Bibliography are supporting mathematical texts. This background ma-
terial is necessary since the ability to apply graph theoretic notions involves such
mathematical disciplines as matrix theory, mathematical logic, theory of sets, and
abstract algebra.

Proposed Method for Solution

The structures considered above -- the structures of the data and the search query
(and their associated problems) -- can be formulated conveniently and succinctly by
developing and applying an appropriate system of notation. This notation will be es-
pecially useful for describing and manipulating citation structures. It is proposed that
the notation conventionally employed in graph theory, combined with matrix theory,
can be used to provide efficient, succinct, and useful solutions to this problem. The
resulting notation will enable one to state explicitly the various structures necessary
for manipulation and retrieval of citation index data. These structures can take the
form of a mathematical formula, a graphic representation, and a matrix representa-
tion. The mathematical formulation is necessary for the statement of the search
query. The graphic representation is necessary for the search product. And the ma-
trix representation is necessary for the computer analysis and manipulation of the
citation index file.

By using such a notation to describe each type of structure, we are then in a position
to begin the design of a large-scale, computer-oriented citation index information
storage and retrieval system.

5 C. Berge, The Theory of Graphs and Its Applications, John Wiley and Sons, Inc. ,
New York (1962).

6 0. Ore, Theory of Graphs, American Mathematical Society, Providence, Rhode
Island (1962).

7 C. Flament, Applications of Graph Theory to Group Structures, Prentice-Hall, Inc. ,
Englewood Cliffs, New Jersey (1963).
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CHAPTER II

EXPLANATION OF SYMBOLS

The purpose of this section is to indicate very briefly the meaning of the symbols used
in this work which are not explained elsewhere. ’ These symbols are common in other
areas of algebra as well as in graph theory.

An ordered set is a group or collection of items where each item is unique. In the
equation, S = (xi, x3,x3$  , S is the set which has as its members x1,x2,  and x3. The
braces are used to enclose the members of the set. When defining a set it is some-
times to our advantage to use a delta under the equals sign, x , to discriminate be-
tween an equality and a definition. The “roof”  symbol) , appears only in an equation
which defines a set. The roof is placed over the symbol which will be used when re-
ferring to the members of the defined set in general. This symbol is immediately
followed b a statement in braces about the characteristics of the members of the set.
Thuss z z (x is a scientific paper) is an equation which says that the set S is defined
as the elements x, where x is the symbol to be used when referring to these elements
in general; and each x has the property that it is a scientific paper.

If it is necessary to indicate the number of members in a set, this is accomplished by
enclosing the set by two vertical lines. The equation, 1 St = 3 says that the number of
members of the set S is equal to 3. The epsilon E , is used to indicate set membership.
Therefore, y E X says that y is a member of the set X. The symbolpis  read “re-
stricted to. ” The Boolean operation U and n maintain the conventional meaning of union
and intersection respectively. The term partition is used to mean the decomposition
of a set into subsets which are mutually exclusive and jointly exhaustive.

We shall adopt the convention that when a symbol x (or y) appears without a subscript
it represents a set of vertices. When it appears with a subscript, e. g. , x0,  xl, x2,
etc. , then these are specific vertices where each xi refers to one and only one vertex.
When referring to the vertex set, that is, the entire set of vectices  in the universe of
discourse, we shall use a capital X, e. g. , G = (X, T) or X z x (x is a scientific paper).

In graph theory the upper case gamma, I’ , is very popular. To facilitate the composi-
tion of this work the upper case letter T has been substituted for the gamma.

Explanation of Terms

The term paper, as opposed to the term document, will be used throughout. It more
clearly illustrates the development of the theme of this research. It would, however,
lead to no contradiction if the word document were substituted for the word paper.

The term citation has an ambiguity which needs clarification. The history of science,
as all histories, builds on what has come before, and to that extent we can say that
science is an edifice built from units or blocks of knowledge which we can call scien-
tific papers. When a block of knowledge is added to the structure, we indicate which
existing blocks are used to support the new addition, by providing a citation. When
knowledge becomes “common knowledge” we no longer supply the pertinent citations.
Each idea within a paper is dependent on some former idea, and to that degree should
justly recognize the former idea by supplying a citation. However, what constitutes

1 Table 5 in the Appendix contains a chart of the symbols used in this paper.
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“common knowledge” varies with time, place and person. We are, therefore, forced
to distinguish two types of citations, those which are implied, called implicit cita-
tions, and those citations which are clearly denoted, which we call explicit citations.

While it is important to realize that implicit citations exist, and it would be interesting
to speculate on methods for converting implicit citations to explicit citations, this
paper discusses only explicit citations. For brevity, the term citation will be used to
stand for explicit citation.



CHAPTER III

CITATION INDEX TREATED AS A LARGE NETWORK

In order to treat a citation index as a graph, we must have: (1) a set X and (2) a func-
tion T mapping X into X. Here the set X is defined:

X z ft (x is a scientific paper).

The function, T, we shall call the citing function.’ The expression TX will mean “the
set of papers which have cited the set of papers x. ” In Fig. 3.1, the paper x0  is rep-
resented by a small circle, as are papers a, b, and c. The citing relationship is in-
dicated by a directed line segment, sometimes called an edge, connecting the paper
that is cited x0 and the papers that do the citing, paper a, paper b, and paper c. A n
arrowhead is put on the line segment to indicate the direction of the action. The

Fig. 3. 1 -- Example of Citing Function TXO

length of the line has no significance. TX = (a, b, c) , reads “the  set of papers rep-
resented by x is cited by the set of papers a, b, and c. ” In this example the set x,
has only one member, namely x0. This means that if one were to look at the bibli-
ography of paper a, one would find that one of the entries would be paper xo. This is
also true for the bibliographies or footnotes of paper b and paper c.

The expression, TX, therefore provides a concise, non-ambiguous way of saying “the
set of all papers that cite the set of papers represented by x. ‘I

The usual way of dealing with this notation is to provide another symbol, say y, which
then can stand for the resultant set. Thus y = TX. The symbol y, therefore, is an
even more concise way of representing a set. For example, y = Txo  = { a, b, c } .

The entire graph is denoted by G = (X, T). This states that the graph is composed of
papers, and a function which relates these papers.

This notation permits us to make very precise statements which previously required
considerable verbiage. In Fig. 3.2, we treat x = { a, b, c ) so that the set y = TX is
represented by
this as T2xo.

{d, e, f } . Of course, ‘x is Txo.  Therefore y = T (Txg).  We define

’ Table 4 in the Appendix contains a representative sample of citing function expres-
sions used throughout this work. Reference to the Table will supply the English
language equivalent of the commonly used mathematical expressions.
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Fig. 3.2 -- The Citing Function as a Composite Function

B
l

extending the use of the notation we get simplified expression such as T3x,  T4x,
T X to represent otherwise lengthy statements. For example T3x  represents
“the  pipers  that cited, the papers that cited, the papers that cited the set of papers x. ‘I
Fig. 3.3 is an illustration of T5x0.

Fig. 3. 3 -- Example of TGo.
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By using negative exponents, for example, y = T-lxo, the inverse is equally facile to
express. In this case, y is the set of all papeE%  cited by x, that is, the bibliography of
paper x0. Fig. 3.4 is an illustration of y = T x0,  that is, the bibliographies of the
bibliographies of x0.

Fig, 3.4 -- Example of the Inverse Citing Function

Types of Graphs

There are three fundamental types of subdivisions of a graph. They are called (1) sub-
graph, (2) partial graph and (3) partial subgraph. A subgraph  of the graph G = (X, T)
is defined as a graph of the form (A, Ta) where AEX  and T is restricted to A. For ex-
ample,

Txo/‘A = TxonA,

This expression implies that we would like to consider all the papers which cite paper
x0;  however, we would like to limit our discussion to only those papers which also be-
long to the set A. The requirement for membership in set A is that all the members
shall have a certain property, for example, the paper must be p-tblished  in a given
journal or written in a certain language or the author must be a chemist or physicist,
etc. We can write a mathematical description of all the papers which cite the set of
papers x, including only those papers which have appeared in Journal of the American
Medical Association. If we define

A z 8 (A is a paper in the JAMA),

Then the statement becomes

TX nA.

A very practical expression which one would like to make in an information system
might be: find all the references that would be of interest to me, but limit the output,
at least initially, to only those journals which I have in my library. Another example
would be to find all references to a set of papers but limit the output to papers published
say between 1945-1965. Thus, we can generate a portion of a graph, TX A, which is
called a subgraph. It is important to note that all the edges and their directions are
maintained in the resultant subgraph.

The second type of graph to be considered is the partial graph, sometimes called a
section graph. In this case we impose a restriction on the citing function T. Thus, for
the graph G = (X, T) let us consider (X, TI)  where TlxcTx  (for Tlx # 6.  ) An example
of a partial graph follows. Let us say that for some reason we would like to take the
graph, G = (X, T) and generate the graph containing the vertex set, X of G but limit the
citing function to only those edges which go from a to b, where a and b are of the same
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type. Formally, the graph G will now be of the form G’ = (X, Tl)  where Tlx C  TX for
all x. G’ is the partial graph that results if we limit our discussions only to edges
which connect vertices that have a given property, that is, the journals are the same,
or some similar property.

The third type of graph is the partial subgraph. In this type of graph we impose a re-
striction on the vertex set X, and we also impose a restriction on the citing function,
T. In other words, the vertices, X, have limits; and the citing function, T, is limited
also by the type of citing. The graph, G = (X, T) with the following restrictions:

(1) AGX

(2)  TlxC_Tx  A

will result in the graph, G’ = (A, Tl).

This would be useful in the following example:

Let G = (X, T) where

and

X x i (x is a scientific paper)

T is the citing function mapping X onto X.

Let X be restricted to the class A, and let the citing function T be restricted to the Tl-
type of citation.

A z i(A is a paper by an author who is a chemist)

and T1  is a citation where the journal of the paper doing the citing, and the journal of
the paper getting cited, are the same, let us say Journal of Organic Chemistry.

A z i (A is a paper by an author who is a chemist)

B i fi (B is a paper which has appeared in Journal
of Organic Chemistry)

Tie ;$ (y = Tx&~ysB&x&B)~

Thus we would like a citation network generated with the following restrictions:

(i) XpA

(ii) TX p TAX

This is an example of a partial subgraph.

Thus it becomes clear that there is a myriad of citation networks possible for analy-
sis. All one has to do is let the restriction A in X A change and we can generate a
very large number of citation networks. Moreover, one can hold X constant and alter

2 When we sa that a restriction has been placed upon the edges of a graph we mean
that the res riction is placed pairwise on the two vertices the edge connects.iY This
equatioft*defines  a citing function, Tl,  as a set of edges which is a set of ordered
pairs, xy, where the x and y have the indicated characteristics.
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the meaning of T, the citing function, (TI,  T2,  T3  . . . Tn) and this too can generate
a very large number of citation networks. The first is the number of subgraphs pos-
sible, and the second is the number of partial graphs possible. Their product is the
number of partial subgraphs possible. It becomes one of the major objectives of net-
work analysis to obtain the partial subgraph  that is the most meaningful to the user.
This is facilitated only when the user can precisely specify his needs.

Formation of Citations

When an author provides a citation to indicate his use of the literature, the citation is
in essence a description of the paper which he is attempting to uniquely identify. Be -
cause there is no universally accepted method for the formation of citations, the de-
scription which the author provides is to a great degree a matter of individual taste,
and as such is subject to the whims of the author’s personality. In many cases this
results in vague and ambiguous citations not to mention the citations which are overtly
incomplete and incorrect. This is clearly seen by the examination of a number of bib-
liographies of papers. As a result of entering such citations into an information sys-
tem, the system may very well contain many different descriptions of the same paper.
Consequently, any given paper may be represented in the network by more than one
vertex.

Another aspect of processing citation data which may add “extra vertices” to the net-
work, is when a citation is to a specific page of a paper, rather than to the paper as a
whole,, where the whole paper is identified by its page range. In actuality, the citation
may very well be to a sentence in one of many paragraphs on the cited page. If one
considers the page number when constructing a citation network a paper may be repre-
sented by more than one vertex. Moreover, the number of different possible vertices
representing a paper will be the number of different pages on which the author is cited,
This may be an advantage or a disadvantage depending on the situation.

The two main causes of extra vertices in the graph are thus: (1) inexact use of cita-
tions by authors, and (2) use of specific page rather than the page range. The recog-
nition of the existence of these extra vertices permits us to distinguish two types of
graphs -- the first is a network of bibliographic entries, and the second is a network
of papers. In passing, we mention that correcting citations is possible and has been
done by mechanized procedures. The problem which the page range presents will be
discussed more thoroughly below.

Bibliographic Network vs. -Network of Papers

A citation index network is a network of bibliographic entries. When a bibliographic
entry is entered into a citation index system as a source item, the entry will contain
the page range or some appropriate designation for a preferred page identification.
However, when the paper is entered into the system as a reference item, it is difficult,
if not impossible usually, to enter the page range or the preferred pagination, espe-
cially if it is not known. The author when providing citations usually provides a spe-
cific page number, usually the first page, rather than the page range of the journal
article. In Fig. 3. 5a,  xl and x2 are bibliographic entries which have been entered into
the system as reference items. However, XI and x2 are merely variations of the
source entry, x0, the preferred bibliographic entry for the paper. Fig. 3. 5b illus-
trates the graph which results from combining vertices which belong to the same papers.
Only when we have one and only one entry in a network for each paper, can we then say
that we have a network of papers. Let us state this in another manner. If there exists
n variations in the citing of paper x0, call these variations xl,  x2, x3, . . . xn. Each
of these variations of x0  have resulted from the entry appearing in n or more bibliog-
raphies. When the entry for the source document, x0, is entered into the system, we
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Network of Bibliographic Entries Network of Papers
Fig. 3. 5 a Fig. 3. 5b

may now have as many as n+l representations of the same paper in the system. It is
assumed that the entry created from the source document is the preferred entry. I t
therefore remains to identify all the other n forms of x0,  and convert them to the
preferred form, x0. In general, we must form subsets where the members of each
subset are different forms of the same bibliographic entry. Moreover, these subsets
form a partition, so that after the partitioning process only one entry remains in the
system for each subset. All the edges between vertices are maintained. The result-
ant subsets are mutually exclusive and jointly exhaustive.

To summarize, the term bibliographic entrv  or entry  for the purpose of this work has
a many-to-one relationship to the term scientific paper or more simply paper. This
is plausible if we recall that a paper has a page range, while a bibliographic entry
could be more specific.

Elimination of the Ambiguity from the Nodes of the Citing Function

The statement y & Txo  is ambiguous. Graphically it could mean Fig. 3. 6a or Fig.
3. 6b.

Fig. 3. 6a -- Sample Graph Fig. 3. 6b -- Multi-Edged Graph

Usually this distinction is disregarded. In this analysis, however, such imprecision
would lead to confusion, especially when discussing bibliographic coupling. We shall
adopt the convention, therefore, that ordinarily the variables x and y will stand for a
Err3u;Fss  otherwise stated. Under these circumstances y E Txo will be denoted by

. . . It is necessary to be consistent in our assignment of the designation of
vertices. Fig. 3. 6c,  for example, denotes that papers yI,  ~2,  y3  all have cited x0.
However, in the case where yI = y2  = y3,  that is to say, in the case where yI,  ~2,  and
y3,  are the same source document we would prefer that the source document yo,  be de-
noted by one vertex rather than three. This would result in Fig. 3. 6b. The diagram in
Fig. 3.6~  can be replaced by the diagram in Fig. 3. 6d. For this reason with each edge
(Yo9 x0),  i. e. , the path going from y. to x0 there is associated a number n(yo,  x0)
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Fig. 3. 6c -- Sample Graph Fig. 3. 6d -- Multi-Edged Graph

which is the number of times a paper yo has cited paper xo. Thus we have n = n(yo,
x0). In Fig. 3. 6d, therefore, we have n = n(yo,  x0) = 3. We use a number to indi-
cate the number of edges rather than drawing them. The importance of this distinc-
tion will become apparent when we discuss transformation graphs in Chapter VI (p. 32).

In order to avoid confusion it is necessary to indicate at the outset the following special
case. When an author cites his own work it is called a self-citation. A special case of
self-citation is when the entry in the bibliography is to the paper in which it is appear-
ing. How is this special case represented in a citation network? Ordinarily, we have
a directed line segment going from the paper that is doing the citing to the paper that
gets cited. In this case, however, both these papers are the same. Consequently, the
directed line segment is drawn from the citing node back to itself. This is called a
I n  F i g .  3 . 7  p a p e r  x0loop. cites itself; and paper XI cites itself and paper xo.

Fig. 3.7 -- Graph with Loop

In this context, including the arrowhead on the loop is arbitrary since it adds nothing
to the representation of the self-citation.

Checking the Citation Network for Validity

Very often reference is made to papers which have not as yet been published. Illustra-
tive of these types of citations are: “in  press, ” “to be published, ” “unpublished manu-
script, I’  etc. For these articles a date of publication is usually not provided. For the
purpose of the discussion in this paper, these citations will be disregarded. This per-
mits us to develop a method which can easily verify the construction of a citation net-
work. If a directed line is drawn from a to b we can say that the date of paper a is
more recent than the date of paper b. An examination of each pair of papers in the
network constitutes a simple procedure for validating the chronological organization of
the network. Although this is not a final test, it is a simple procedure for eliminating
gross errors.

In summary, one can imagine the set of all the world’s scientific papers as one enor-
mously large directed graph of the form G = (X, T). Any graph that is less than this is
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a subgraph, a partial graph or a partial subgraph. It is imperative to have a clear
understanding of not only what is present but also of what is absent from the network.
More correctly, it is important to know what type of graph is presented and conse-
quently, what are the restrictions and limitations that have been placed on the original
graph from which the present graph was generated. These comments apply not only
when the citation index is in a graph form but also when it is in the form of a columnar
index, as it is in the Science Citation Index. In passing, we may note that one does not
necessarily have to have all the world’s scientific papers in a citation index network,
for it to be of value. To have a graph that is something less than the total graph may
not only be useful but may be preferred.

A Matrix Can be Used to Represent a Graph

The use of matrix theory as a facile means of representing graphs, especially large
graphs, is possible through an analysis of the elementary notations of matrix theory.

A matrix is an array of terms, composed of columns and rows. Initially we will only
be interested in matrices where the number of columns and rows are the same. This
is called a square matrix. A term in the matrix can be indicated by ai,  where5i  is the
row of the term and j is the column of the term. For example, in Fig. 3. 8, a2 = 1.
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Fig. 3. 8 Matrix Representation of a Graph

For our purpose we let the rows represent the set of papers in the graph, and we also
let the columns represent the papers in the graph. I f  1x1  =5as it does in the above
example, then the total number of cells or terms in the matrix is 25. Each cell of the- ~
matrix contains a symbol which indicates the relationship between the row and column
elements. In our context i is a paper that does the citing, and j is the paper that is
cited. . If paper xi cites paper xj we have x3 = 1.
then xi  = 0.

If paper xi does not cite paper xj ,
These are the onI  two conditions which can exist. 51n Fig. 3.8 paper x2

2cites x3 so that in the matrix x3  = 1; paper x5 cites x4, so that x4 = 1. Paper x3 does
rift  cite XI, so that XT = 0. It is interesting to note that paper XI cites itself, so that
Xl = 1. In general, the xi terms, where i = j form the principle diagonal. Inspection
of the principle diagonal for the terms which have a 1, indicates which vertices have
loops.
1, xi;

In Fig. 3. 8 there is only one term on the principal diagonal which is equal to
this term is the only vertex in the network which has a loop.
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The size of the matrix depends on the number of vertices in the graph. If we impose
restrictions on the set of vertices in a graph, as we do in a subgraph, the associated
matrix will be smaller and in general easier to handle then the original graph. How-
ever, working with a partial graph does not affect the size of the matrix. Represen-
tation of partial subgraph  will also affect the size of the matrix.

As the discussion proceeds the value of the matrix representation will become clear.
To summarize, a matrix and a graph can completely represent a citation index net-
work. The use of a graph or matrix depends on the circumstances. The terminology
used depends on the type of representation discussed. Certain terms, in a given con-
text, are completely interchangeable. Thus, if we have a citation index represented
by a graph, and the graph represented by a matrix, the relationship of the terms are
illustrated in TABLE 1.

TABLE 1

THREE REPRESENTATIONS OF A CITATION INDEX

Form

item

the relation
“cited by”

the relation
“not cited by”

Tabular

citation entry

one listed
under the other

no entry

Graph

vertex

a directed
line from one
vertex to another

no line

-

Matrix

term ai

1 in cell ai

0 in cell a!

Matrices for Citation Network Representation

It is presently commonplace for computers to manipulate matrices quickly and effi-
ciently. Many of the large-scale computers are binary machines. They are, there-
fore, especially useful for representing matrices efficiently since each bit in the
machine can be related to a cell in the association matrix. In the type of matrices
discussed above each cell contains either a one or a zero. This will correspond to a
bit in the machine being either “on” or “off. ”

The ability to represent a citation network as a matrix, therefore, permits us to make
use of existing programs and procedures for analyzing citation index data in matrix
form.

Programming Language for Citation Index Structures

All the material presented in this paper is independent of any machine programming
language. The statements in graph theory notation can be converted to almost any
programming language with varying degrees of difficulty. We note that the pro ram-
ming language of Iverson3  appears applicable to graph structures. BSussenguth uses
Iverson’s language to process graphs in the form of trees.

3 K. E. Iverson, A Programming Language, John Wiley and Sons, Inc., New York
(1962).

4 E. H. Sussen th, Jr.,
dissertation, %Y

“Structure Matching In Information Processin
of Applied Mathematics, Harvard University 8;

, ” Ph. D.
ept. (196 ).
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CHAPTER IV

SEARCHING THE CITATION INDEX NETWORK

The analysis presented in this section assumes that a machine-form citation index is
available. Since there do indeed exist files of millions of citations in machine-form,
it is the next logical step to search these machine-form files making use of computer
techniques. The following discussion shall indicate that there will be two fundamental
types of information retrieval systems with regard to machine-form citation index
structures.

In most information retrieval systems the user is at a distance from the system. The
user makes his needs known to the system through a person who transforms his ques-
tion into a statement which is non-ambiguous, and which is designed to be compatible
with the logic and organization of the programs and computer of the information re-
trieval system. This ordinarily means that the intermediary person, let us call him
the coder, has a knowledge of the user’s needs and a knowledge of the information re-
trieval system. The coder enters the query into the system. While queries are usu-
ally batched, this is not of primary importance. Once the query is entered into the
system, the files are searched for records within the system which satisfy the query.
Usually this procedure will be a type of matching operation. In an information re-
trieval computer system the fundamental operation which is executed within the com-
puter is the compare operation. If there is a match or a number of matchings, they
are accumulated, formated  and produced as output of the search -- the search product.
During this entire process the content of the query has not changed. There has been
no communication between the system and the original user. There has been probably
no contact with the coder. Through the entire process the search query has remained
constant. Most of the systems in operation today are of this kind. While there are
good reasons why this is true, most of which are economic, it is not obvious that this
should necessarily be the case. Some of the more sophisticated systems have built
into the query, by the coder, a hierarchy of “relaxations. ” Very briefly, the query
might demand from the system, items matching five descriptors. If the system is
interrogated and it is found that there are no records which satisfy this condition, it
would indeed be an inefficient system which completed the search at this point. The
more efficient systems permit the user, usually the coder, to specify which of the
descriptors are least important so that in the event nothing is found which satisfies all
five demands, the program knows to look next for records which have four of the five
descriptors. This line of reasoning can be extended so that the demand on the user,
the coder, and the system increases to the point where it becomes too cumbersome to
be feasible. An example of this type of system would be the MEDLARS system wherein
if we extended the demands of the search query formation on the user and coder, the
system would become more and more taxed. It is important to point out that in the
MEDLARS system example, the queries are batched so that all the necessary demands
on the user and the coder must be satisfied in advance of the running  of the programs
against the query through the computer.

The next step in the overall approach of system design, is to make the search product
more compatible with user’s needs by bringing the user (or the coder initially) in in-
timate contact with the system. This can occur only under the following conditions,
The user will need a device to facilitate communication with the computer system.
This can take the form of a display-tube console equipped with a light pen. The dis-
play is used for output and the light pen is used for input. Another available device is
a typewriter-keyboard console. The latter is more practical, less expensive, and at
present, has received greater acceptance. In addition to the system’s ability to com-
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municate with these remote devices, the computer must have the capacity to perform
simultaneous processing of programs. It must be a time-shared computer system.
The MAC system at MIT is a time-shared system, where the remote typewriter con-
soles are scattered about the MIT campus. This large-scale system makes use of
random access devices which can store vast quantities of data and programs. These
types of systems have been sufficiently documented, so that further discussion would
be repetitious.

The type of system described above is usually called a man-computer system. Many
authors have discussed this type of system in depth. Riesnerl,  however, has used
this type of system in a unique manner. Her research includes the use of a man-
computer system for the storage and on-line interrogation of thesauri. Briefly, her
work describes the procedure of storing a thesaurus in a computer and then using a
remote console for interrogating the thesaurus for such needs as: look-ups, updating,
checking for consistency, etc. She has called this type of thesaurus the “man-com-
puter thesaurus. ” In similar fashion, we can extend this line of reasoning to include
a “man-computer citation index. ‘I In short, using an on-line console for display of
citation index data is now possible. The most important aspect of the system is that
the user (or coder) has the ability to change his query based on the output he receives.
The key concept is that the system provides feedback. The user is now in the system;
he is a part of a loop of the system. This should be contrasted with the systems which
required batching, described earlier where the user was not part of the system. These
two types of systems of search, the conventional batching system, and the man-com-
puter system, have different needs as far as the manipulating of citation index files
are concerned. In each system there is a different set of variables. In the batching
system all decisions must be made in advance, while in the man-computer system,
since there is feedback, many decisions can be made as the search progresses.

The design of a “man-computer citation index system, ” or merely an efficient batch-
ing search system, depends on the development of a facile notation which has the abil-
ity to specify the search query succinctly, clearly, and unambiguously. The following
presentation, which is made possible by the use of graph theory, will attempt to
analyze the techniques which have been discussed in the literature which could be used
for search query formulation. Both the methodology and terminology are rigorously
defined.

Bibliographic Coupling

The purpose of this section is to apply the graph theory notation developed in the ear-
lier sections, to the concept of bibliographic coupling. If we can find a mathematical
description of bibliographic coupling we are then in the advantageous position of being
able to compare other techniques to it, and thereby realize the differences and similar-
ities. This will of course result in a rigorous definition of bibliographic coupling.

Below is cited an example of bibliographic coupling by Kessler:

“In  this study, it is postulated that a number of scientific papers
bear a meaningful relation to each other (they are coupled) when they
have one or more references in common. We define a unit of coupling:
Two papers that share one reference contain one unit of coupling. A

I P. Reisner, “A Note on Minimizing Search and Storage in a Thesaurus Network by
Structural Reorganization of the Net, ”

pp. 365-373 (1964).
Final Report on Contract AF 19 (628)-2752,
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coupling criterion is defined by the combination of coupling units be-
tween two or more papers. We define two criteria of coupling:

“CRITERION A: A number of papers constitute a related group
GA if each member of the group has at least one reference (one coup-
ling unit) in common with a given test paper PO. The coupling
strength between PO  and any member of GA is measured by the num-
ber of coupling units between them. Gx is that portion GA that is
linked to Po through n coupling units. (According to this criterion
there need not be any coupling between the members of GA, only
between them and Po. )

“CRITERION B: A number of papers constitute a related group
GB if each member of the group has at least one coupling unit with
every other member of the group. The coupling strength of GB is
measured by the number of coupling units between its members.
Criterion B differs from Criterion A in that it forms a closed struc-
ture of interrelated papers, whereas Criterion A forms an open
structure of papers related to a test paper. ” 2y 3

Two papers have one unit of coupling if they share one reference in common. An ex-
ample of this is illustrated in Fig. 4.1.

Fig. 4. 1 -- Two Papers With One Unit of Coupling

From this we can say that if IT -‘y2 f-l  T-‘yI
coupling strength.

I = 1, then yI and y2 contain one unit of
In other words, the number of members of the intersection of the

bibliographies of papers yI  and 3’2 is equal to 1. If this number was n, papers yI
and y2  would have n coupling units.

We now describe two criteria of coupling. Criterion A is established if we let y2  =
PO  where PO  is a test paper, and generate all the sets for which the right hand side
of the ab_ole  equatipn  has the value 1, 2, 3, . . . .
where TI PO fl T

Therefore, Gi is the set of papers
yi

I
=  n. This creates a partitioning of the graph G, based on the.~

value of the number n.’ It is clear, therefore, that

(where PO  is not included. )

C Gi = GA while ?l Gk  = 6
k=l k.=l

2 M. M. Kessler, “An  Experimental Study of Bibliographic Coupling Between Tech-
nical Papers, ” IEEE Trans. Information Theory, IT9:49  (1963).

3 In an attempt to be consistent with the quotation from the work of Kessler, I have
used his symbolism in this chapter to explain his ideas. GA and GB, therefore, are
not graphs as they are in all other chapters of this work, but are groups of refer-
ence s. This is the only chapter in which this notation will be used.
-plies that we are using Kessler’s symbolism.

When PO  is used
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In order to increase the visualization of GA, Fig. 4.2a-d  illustrate Gz for n equal to
1, 2, 3, and 4.

Fig. 4.2a-d  -- Examples of Bibliographic Coupling

Fig. 4. 2 -- Three Papers Where n = 1

T-‘PO,  n T-$7  T-‘y2 = 3

Fig. 4.2 c -- Three Papers Where n = 3

T-lPo  fl T-‘y. =2

Fig. 4.2 b -- Two Papers Where n = 2

P0

Y
7

T-‘PO  fl T-‘y. = 4

Fig. 4. 2 d -- Two Papers Where n = 4
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We can also define Gi as

m > n. For Example, Gi

T-‘PO n T-‘y,  2 n so that Gi includes all Gz where

= Gl U Gk U Gl . . . orGi= g Gi. In this sense of
k=5

the definition we do not have the partitioning which previously occurred. It is in this
lqter  sense that the concept of Gl is usually applied. Fig. 4. 3 is an illustration of
GA in this latter sense.

P0

The dotted lines indicate
has been omitted from
in common with PO.

Fig. 4. 3 -- Example of Gi

= 1. In this illustration paper yI,
the sufficient number of references

Criterion B is nothing more than T-‘yi fl T-‘yj 2 n for all i and j. The significant
difference here is that every paper is linked with every other paper.

l?y2f1  T-  y31=  2‘5. 4.4 is fn illustration of-1 case of Gg where
and  1 T ~1  n TB1y3  1 = 2.

I T-‘yI n T-‘~2 I = 2 and
G$ = (~1,  ~2,  ~3).

Fig. 4.4 -- Example of Gi

Criterion B is much more demanding than Criterion A, and consequently it is easy to
believe that GB papers are more closely related than are GA papers.

Two papers bear a meaningful relationship to each other if they are bibliographically
coupled. However, the graph theoretic notation illustrates, in the following para-
graphs, two aspects of bibliographic coupling which suggest that further research is
necessary.
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Given Gi = {YL YZ  } -yhere 1 T-‘yIl  = 2 it would appear that there is a
significant difference if IT  y2  1 = 2 or 1 T-Iy2 1 = 25. To say that these two
papers have the same “coupling strength” leaves much to be desired.

Furthermore,4 no comment has been made in the literature about the following situa-
tion. Let GA = {PO, y. } and consider the situation where T-‘P
entries where say k of them are the same. If k = 4 we can have T 01 contains many

x 3 ,  xq,  ..*} and XI = x2 = x3 = x4.
PO  = {xl, x2,

Under these circumstances, if the coupling
papers are XI,  x2, x3, x4, it would seem that there is a “stronger coupling” than if
XI # x2 f x3 # x4 (See earlier section where distinction is made between paper and
bibliographic entry. ) If the strength of relationships between papers are to be related
to a number of entries, there must be a statement about the condition when the entries
are identical.

Cycling

The purpose of this section is to apply the graph theory notation developed earlier to
the terminology Garfield used in his discussion of (i) search strategies and (ii) cita-
tion indexes in sociological and historical research. In this section we discuss only
the definitions of terms that can be applied to search strategies, and while these same
terms can be useful for sociological and historical interpretation, we shall reserve
this material for a later section.

Garfield has discussed search strategy for citation indexes as follows:

“It  is significant that, for similar reasons, when using citation in-
dexes for literature searching, the search strategy frequently re-
quires examination of references not only to a specific paper. It
may frequently be necessary, if not preferable, to examine refer-
ences to the papers in the bibliography of the target paper. This
technique is called cycling. If S are the sources which cite one or
more members of the bibliograp4hy  B in target reference R, S(B(R))
is the pertinent list of papers.

Converting these comments into citing Jfnction  terminology we let R = x, the target

reference. B(R) therefore becomes TX, the bibliography of the target reference. If

S are the sources that cite the member of B(R) these now can be written T(g). In
general, we define cycling  as the successive application of the citing function.I n  o r -
der to keep the definition general we need not specify that the target reference be a
single paper; it may very well be a set of papers. Table 2 contains examples of cy-
cling written in English and in citing function notation.

It should be noted as a technical consideration that when the exponents of the succes-
sive application of the citing function are the same, they are additive, as in example

(i) and (iv). Otherwise they are not additive as in (iii). Ordinarily, ‘$T($)  $ Y&  for

,i ‘G ?: (T(&)

4 E. Garfield, “Citation Indexes in Sociological and Historical Research,” p. 290.
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TABLE 2

EXAMPLES OF CYCLING IN ENGLISH AND IN
CITATION FUNCTION NOTATION

English I Citing Function Notation

The set of papers that cite the
papers that cite x.

The set of papers that cite the
entries in the bibliography of xo.

The papers in the bibliographies of
the papers that cite the papers that
cite the papers in the bibliographies
of x.

T:  = T(Tx) 0)

-1
T (Txo) (ii)

; ( T  (&)
(iii)

The papers in the bibliographies of
the papers in the bibliographies of x. (iv)

I

The order of application of the citing function is ordinarily important.

T-8(T2(&) f T2(q8 (T$)

From Fig. 4. 5 we see that

-1
-1 = {YL ~2)

-1
and T(TxI)  = (xl,  x2>

and %’ (T(iiI)) = (Y19  Y29  Y3)

Fig. 4. 5 -- Exponent of the Citing Function not Always Additive
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-1 -1 -1
Clearly then TxI  \ T (T(TxI))  for y3  is not included in the left hand side of the
above equation.

We can further extend the concept of cycling by imposing restrictions on both the cit-
ing function and the sets being operated upon. At each set generation we can, for ex-
ample, eliminate those members which do not satisfy a given criterion. Similarly,
with the application of the citing function, we can modify its meaning in n ways giving
‘II,  Tz, 9’3  . - . Tn; this would of course also limit the number and kind of members
of the sets generated during the cycling process. Below is an example of the cycling
process with the given limitations. Let TI be references from journal A to journal A
(written in language C), and let T2 be references from language B to language C and
let the set generated be limited to papers written after 1960. Therefore, T2(TIB1x),
is a search we might want to perform if we were interested in the recent use of papers
in journal A which were frequently used by journal A, and we were interested in their
use by journals in language B. An advantage of using this notation is that the negative
exponent takes you back in time, while the positive exponent takes you forward in time,
a very natural way to distinguish the results of the citing function. If we define x as
the set of papers which were written by geneticists or written in genetics journals, we
can define the Genetics Citation Index as TX. In order to indicate that the original
papers x, appear in the index we would write ( x } U TX. Needless to say this is a
description of the content of the Genetics Citation Index and not its organization.

Cycling and Coupling -- Similarities and Differences

Let us assume that we have a network as illustrated in Fig. 4. 6. From the point of
view of bibliographic coupling we can say that

therefore

-1
TX1 = {Yl,

-1

y2  >

and Tx2 = ( y2
-1

) and Tx3 = (y2, y3)

-1 -1
Txlf7Txg  =  1 ,

a n d

-1 -1
TxI  n Tx3 = 1 where PC = XI so that Gi = ( x2, x3

-1 -1
TX1  n Tx2 n &3  = 1 so that Gi = { XI,  x2, x3}

From successive use of the citing function we can say that:

-1
TXI = (~1, ~2)

T $4 = (xl, x2, x3 }
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Fig. 4. 6 -- Sample Network

The difference between cycling and bibliographic coupling is clear when we real-
ize the purpose behind each concept. In general, cycling is broader, more general
than bibliographic coupling. With the cycling process one may start with one paper and
generate all the papers which satisfy the cycling configuration of citing functions. I n
this sense, therefore, the cycling process is relatively unlimited in its power to re-
trieve entries. The major advantage of cycling is that it gives the user the ability to
search through the network in any direction in time. While some of the fundamental
strategies are clear, it remains to be shown which search strategies are the most
fruitful. This can only be done through extensive experimental studies with an existing
system.

Using coupling as a searching device, the problem is compounded since one must
start with a test paper and then search through all the other papers in the file to
find those papers to which the test paper is bibliographically coupled. The two meth-
ods appear very different. This is true in theory. But in practice, when working with
a very large network after starting with a test paper, one would then locate all the
other x’s by finding Ty where y = TX-I. In the practical situation, therefore, the
technique of cycling and bibliographic coupling are similar in their objectives. Both
assume that a citation index network is available. In the coupling process one goes on
to build a hierarchy of relatedness between x and the test pa,per  in Criteria A and a
similar type of hierarchy in Criteria B. We can conclude that the cycling process is
especially equipped to retrieve from a network of entries a particular group of entries
which satisfy a given criterion defined by the successive application of the citing func-
tion. When we start with a target paper or test paper the organization of these re-
trieved documents may be arranged, if desired, by the bibliographic coupling process.
These comments are summarized in Table 3 (see page 28).

Combining the Citing Function with Boolean Notation in the
Formation of Search Query

The use of Boolean notation for the formulation of the search query as it is done
in the MEDLARS system can be expanded to accommodate the use of the citing function
in the cycling process, and thereby specify search criteria concisely. A search for
the papers which cite papers XI or x2 or x3, can be written T(xIu  ~2~x3). This ex-
ample indicates that batch processing can be possible, for if necessary we can combine
a number of search requests into a single statement. The computer programs would
then optimize the method for locating all the appropriate bibliographic data. The only
restriction on the number of successive applications of the citing function and on the
number of Boolean operators would be the limitation of the object machine.
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TABLE 3

COMPARISON OF CYCLING AND BIBLIOGRAPHIC COUPLING

Process

CYCLING

BIBLIOGRAPHIC COUPLING

Criterion A

Criterion B

Start with Goal Technique

target paper(s) retrieve papers
meaningfully related
to target papers

successive application
of the citing function

test paper retrieve papers
meaningfully related
to a test paper PO

1) application of the
citing function in order
to avoid checking every
entry in the file
2)  arrange by strength
of coupling.

single member of
the aspired group

retrieve group
which are mutually
related

1) application of the
citing function to locate
related papers
2)  arrange by strength
of mutual coupling



CHAPTER V

LOCATING PATHS IN THE CITATION NETWORK

The matrix representation is very efficient for finding powers of the citing function
within a group of papers.
be the graph in Fig. 5. 1.

For example, let X = {xl, x2,  x3,  x4) and let G = (X, T)

Fig. 5. 1 -- Sample Graph

Associated with this graph is the matrix A in Fig. 5.2

Fig. 5. 2 -- Association Matrix

In Fig. 5. 3 the square of the matrix is illustrated. The resultant matrix A2, which is
obtained b matrix multiplication,

2
has xi = 1 and x2  = 1 which means that x48T2x2

and x4&T x3. The A2  matrix, therefore, clearly illustrates all papers which have the
T2 relationship. If we continue we see that A3 = 0 so that T3x = Id  for all xt?X. To

Fig. 5. 3 -- Square of the Association Matrix

29



generalize we may say that to locate the longest path in the graph we locate A” = 0
where An-l  # 0 and the cells in An-1 which have l’s are the longest path(s) in the
graph. In passing, we may note that if 1x1  = 5, the longest path cannot exceed 4 so
that the (n-l) in the expression An-’ will always be less than or equal to the number
of elements in the graph.

As a technical consideration it will be noted that the above procedure will not work un-
less the cells on the principle diagonal are all zero. It is therefore necessary to
remove the loops from the graph before converting to the matrix representation in this
context.

Critical Path

In CPM1  and PERT2  the term critical path is of primary importance. When us-
ing these scheduling and planning techniques, the critical path is the path along which
a delayed activity holds up the completion of the project. The critical path is the back-
bone of these network techniques. In these methods there are two vertices which are
of primary importance -- the initial vertex and the final vertex.
tation the initial vertex is xi where T-‘xi

In citing function no-
= fl. There is no other vertex in the network

for which this is true. For the final vertex, xf, we have Txf = fl. Again, this is the
only vertex in the network for which this is true. For all other vertices T-lx f fl. The
following section is an attempt to find the characteristics of PERT diagram that will be
useful in analyzing citation index networks.

Using a citation network file, when given two papers, xi and xf , we would like to
generate the network which relates them. From our point of view we can consider
that theoretically we have a universal graph residing in a computer system. The prob-
lem then becomes to generate that portion of the entire graph which contains xi and xf
so that the most meaningful papers are related to the given papers. In other words,
given two vertices generate the graph which contains both of them. There are many
such graphs for which this is true. Let us first consider two extreme cases. If, for
example, we generate the entire graph in the computer, this would be impossible to
handle as a search product since it would be analogous to asking a rather mundane
question and getting all the world’s knowledge for an answer. While this may not nec-
essarily be the wrong answer it is certainly many magnitudes more than we would
ordinarily want.

At the other extreme we have the minimum graph which contains xi and xf . To
be precise, this would be nothing more than the two vertices. This of course would
be of little value other than to verify whether or not xi and xf are in the graph. The
problem at this extremum becomes more meaningful if we ask for the minimum con-
nected graph which contains xi and xf. Indeed, one purpose of this section is to indi-
cate how this graph can be defined. Associated with xi and xf are two times ti and tf
respectively, where ti _< tf. We may think of xi therefore as being the vertex for
which T-lx  = 6 and we can think of xf as the vertex for which TX = ld. If these con-
straints do not permit the generation of a network we can lessen.this requirement at a
later time. (It is possible that a network would not result from this process. ) Then
we generate Txi;  if xf & Txi, then the procedure is completed. If not, then we generate

1 J. E. Kelle
I

Jr “The Critical Path Method: Resources Plannin
‘Scheduli J. F. Muth and G. L. Thompson, Eds., B

and Scheduling, ”
in Industria rentice-Hall,
Englewood Cliffs, N. , ch. 21 (1963).

2 D. R. Fulkerson, “Expected Critical Path Lengths in PERT Networks, ” Operations
Research, lO(6):  808-817 (1962).-
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Txf and see if there exists an x such that x E T-lxf  and x & TX
6. If this is not true then we continue to generate a new set T

-i2 that is / T-lx fnTx.i  1 #
xi and go through the

same process. We then go back and eliminate those vertices for which T-lx = fl  in the
connected graph. And also eliminate all vertices where TX = 6. We have in the re-
sultant graph a path with xi as its initial point and xf as its final point. This path can
be called the history of xf with respect to xi which we call the critical historical path.
Thus for our purposes, if any of the vertices along this path did not exist the relation
between xf and xi would not exist. Let us now call the set of vertices in this path
X critical, or more briefly, Xcr where any one of these elements is re

P
resented by

xc. It can be said that the research reported in every xc depends on T- xc.  In order
to include more vertices in the history, we might permit x to be added to the graph if
some ancestor of x is xc.
y = T-lxc  where T-ly~  Xc.

Clearly T-l-xc&Xc, however, we would also have the case
There may exist a path with n y’s between any two xc’s,

however, the search for additional papers is completed when the ty associated with
each y is less than the tf associated with xf.

Procedure for Generating Critical Historical Network

Given x1 and xf where t i _< t  f

1 GENERATE T-“xi from m= 1 to m = k until xf E TSkxi

2  I D E N T I F Y  X c r  = { x i ,  Xl, ~2, ~3, Xf}

3 ELIMINATE al 1 x such as that TX = fl  or T-lx  = fl  and repeat
until all such x have been eliminated.

The resultant graph will be a PERT diagram in the true sense, and if we assign a
value of one to each edge, Xc, will be the critical path of the PERT diagram.

Many other procedures could be hypothesized. However, among the procedured
which are presented above or could be presented, it remains to be shown which would
prove most valuable in an experimental situation.
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CHAPTER VI

TRANSFORMATION GRAPHS

Given a citation index network or graph let us modify, in a rigorously prescribed man-
ner, the initial graph so as to create another graph which has a meaningful relation to
the initial graph. In mathematical terms, this is usually called a transformation.
The resultant graph, the transformation graph, will ordinarily reveal properties which
were obscured in the original graph.

The purpose of the following sections is to show that transformation graphs which re-
sult from operating on a citation index network can yield meaningful results, and
thereby reinforce our initial assumption that graph theory is valuable for the analysis
of citation index structures.

Author Analysis

A partitioning process can be useful in generating many kinds of graphs which are
transformations of the original graph. One of the more interesting transforma-
tions shall be called the author influence graph. Consider the set of all vertices in the
graph as the universe of discourse. We now perform a partitioning process so that
each subset represents all the papers of a given author. Assume for this discussion
that all papers are written by one and only one author. Thus we can create a trans-
formation graph, H, where H = (XlT)  where there is one vertex x’  in H for each subset
in G. Moreover, for every pair of vertices in G such that y &TX  we have a correspond-
ing T-relation in H. This is illustrated graphically in Fig. 6.1

Fig. 6.1 -- Sample Graph and its Transformation Graph

We see that xl,  x2 are papers which belong to the subset xi,  which means xl and
xg&xA.  Similarly, x3 and x4 are members of the subset x& that is, x3 and X~BX~.
The citing function, T, can relate members of G in several ways. Firstly, we have
y & TX where y and x are both members of the same subset. This is called an interior
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edge. In Fig. 6.1, xI&Tx2, where x1 & x2& xi. Thus an inter@  edge is a definition
of a self-citation. In H, we represent, this by putting a loop on XA.  If there is more
than one case of y E TX where (y , x) E xA  , then we attach a number to the loop in H.
This is the number of self-citations in G. Similarly, this is done for all authors which
have self-citations, that is, this is done for all subsets which have interior edges.

The second type of citation is y E TX where y and x are in different subsets of
the partitioning of G. In Fig. 6.1, xIsTx3 where XIEXA  and x3~xB  and xAflxB  = 6.
Such an edge is called an edge of attachment. An edge of attachment represents a
citation from one author to a different author. Each edge of attachment in G will have
a corresponding edge in H. Their correspondence, however, will not ordinarily be
one-to-one. By this it is meant that if there were more than one citation from x to y,
the number of citations will be indicated in H, by a number associated with the re-
spective edge.

Fig. 6.2 a-b are examples of hypothetical graphs which have resulted from an author
transformation. These graphs illustrate the “degree of author interaction. ”

Fig. 6.2a -- Author Graph F i g .  6.2b -- Author Graph

In Fig. 6.2 a author a is the hub of the interaction. He is the most cited and does not
cite c, d, and e. He recognizes the work of b, but b’s work exhibits a greater degree
of dependency on a’s work than vice versa. The author graph in Fig. 6.2 a is signifi-
cantly different from the author graph in Fig. 6.2 b. In the latter we find a high degree
of author interaction among each other. This is a quantitative means for identifying
invisible colleges. In the study of th?t aspect of sociology called group structure, this
notion is called group cohesiveness.

Now that the procedure for generating author transformation graphs is established,
one can take two general approaches for further analysis. There are: (i) the discus-
sion of the way the authors are related, i. e. , the connectivity, and (ii), the degree
of connectivity, i. e. , the intensity of each relationship.

1 Flament, op. cit., p. 32.
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Types of Connectivity

If we have an author transformation graph H, we can identify at least four basic
types of connectivity. The definitions to be presented here are for the most part a
result of the work of Harary2 and Luce.3 Assume H = (X, T). Stronglv  connected
means that for every pair of authors (x, y) of the graph H, there exists at least one
path r (xy). The most extreme case of strongly connectedness is the complete graph
where every author is directly connected to every other author. The identification of
a complete subgroup of an author transformation graph, is the identification of the
nucleus of an invisible college. Semi-strongly connected is a graph such that either

X(xy)  or z((yx)  exist. H is quasi-strongly connected if there exists a point z and a
point z’  such that U(xz), ~(z’x), $(yz)  and r(z’y) exist. Simply connected or weakly
connected applies if there exists in H two authors such that there exists an undirected
pati @Y).

The above is an order of connectivity which is applicable to the analysis of the
cohesiveness of the author transformation graph, H. This method is useful in de-
scribing the interaction of authors. For example, given any author, we can now find
all other authors with whom he interacts at each level of cohesiveness or connectivity.
The value of this method is clear when we realize one need only identify one key author
in a field, and it is a relatively straightforward matter to generate a list of all other
authors in the field by degree of activity in the field.

In general, the citation index network graph when operated upon by an appropriate
partition process generates the author transformation graph. It remains, there-
fore, to identify the various subgraphs of H, which have the types oi  connectivity
discussed above. There has been some work done in other applications in this regard
in the development of algorithms for locating graphs of various connectivities. In
passing, we cite Roy’s Algorithm 1961, which can be used to find the maximal strongly
connected component of a graph by marking.4

Degree of Connectivity

The other aspect of the cohesiveness of the graph H, is the degree of connectiv-
x. The removal of one edge from the graph may create one of the following effects on
the graph: (1) it may raise the connectivity; (2) it may lower the connectivity or (3) it
may leave the connectivity of the graph unaltered. To explain, in Fig. 6.3 a we have a
subgraph  of H, which indicates the direction of influence of one author on another. The
number associated with each arc is the number of times a citation has taken place. If
we like we could summarize the relationships between authors as in the graph in Fig.
6.3b. Examining Fig. 6.3 b we see that we would have to remove three edges before
the connectivity of the graph would be affected. Luce5  would say, therefore, that the
order of connectivity is 3. In Fig. 6.3 a, however, the notion of symmetry plays a
role in determining connectivity; thus the removal of one edge in each direction would
destroy the symmetry but not the connectivity.

2 F. Harary, “A Criterion for Unanimity in French’s Theor
Studies in Social Power, Edited by D. Cartwright, Ann Ar i!

of Social Power, ” in

Research (1959).
or, Institute for Social

3 R. D. Lute, “Two Decomposition Theorems for a Class of Finite Oriented Graphs,”
American Journal of Mathematics, 74(4):  701-722 (1952).

4 Flament, op. cit., p. 35.
5 R. D. Lute, “Connectivity and Generalized Cliques in Sociometric Group Structure,

Psvchometrika, 15(2):  169-190 (1950).
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Fig. 6.3a  -- Directed Author Graph

The removal of an author may change the connectivity in the resultant graph(s).-*

Fig. 6.3b -- Undirected Author Graph

For example, in Fig. 6.4, author a is in a unique position in that if we remove him,
the resultant graph is unconnected to say nothing of the effect on the connectivity. Such
a vertex is called the articulation point. Ross and Harary’ have presented methods
for the identification of the articulation points.

We may say that if the removal of an articulation point results in two or more
subgraphs, and if the resultant connectivities have raised or remained the same, we
may interpret this to mean that the articulation point represents an author who is in-
terdisciplinary in his research. Moreover, we have identified the authors of the other
two or more fields in which his research is engaged.

Since many vertices will have edges going to and from other vertices, we can
extend the concept of connectivity to embrace circuit connected graphs. If y = tx and
(x, y) belongs to a circuit7, then (x, y) is a circuit edge. If vertices (x0,  yo)  can be
reached along a sequence of circuit edges, we say that x0 and y. are circuit edpe  con-
netted. The totality of vertices that are circuit edge connected with respect to x0  is

Fig. 6.4 -- Illustration of Articulation Point

6 I. C. Ross and F. Harary., “Identification of the Liaison Persons of an Organization
Using the Structure Matrix, “ Management Science, 1(4):251-258 (1955).

‘1  A circuit is a route which goes through no vertex more than once, and which returns
to its starting point, i. e . , revisits only the beginning vertex.
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called the leaf of x,, L(x,). The section graph of L(x,) is called thegraph  of the leaf
L. We can further consider the concept of strongly circuit connected defined as two
ages  where there exists a sequence of circuits, where any pair of consecutive circuits
have at least one edge in common. The vertex set of all strongly circuit connected to
edge (xy) is called the lobe defined by (x, y) .
It is the author transfoztion  graph.

Fig. 6.5 is a subgraph  of the graph H.
The arrowheads indicating the symmetry of the

graph have been omitted for simplicity. The entire graph is a leaf graph with respect
to every point since every vertex in the graph is circuit connected to every other point.
Several pairs of authors in Fig. 6.5 form a lobe graph, for example, (c,d), (a, b),
b, e 1,  (e,f),  etc. Clearly the leaf graph is composed of a number of lobes.

The following interpretation can be given to these concepts. The lobes define the in-
tercitational relationships between authors and indicate how the work of authors de-
pends on or relates to the work of other authors. The symmetry of the lobe can be
meaningful in identifying authors whose work is closely related. It follows, therefore,
that the composite of such authors constitute the leaf graph, which is in a sense the
definition of an area of research. The formation of leaves, therefore, is a natural,
pragmatic definition of an area of knowledge. One might say that the leaf is a branch
of knowledge.

In general, we have provided a method such that given a large citation network we can
generate a map of knowledge.

As an afterthought, one may question the assumption made at the outset that each
paper was written by one and only one author. This need not be necessary if we do the
following. In the network we will attribute to each author all the entries of the joint
bibliography, and the joint citations. Moreover, we shall supply a citation to and from
each of the joint authors to each other. This should sufficiently resolve this problem
so as not to cause anyone any undue alarm.

Fig. 6.5 -- Leaf Graph Containing Lobes
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CHAPTER VII

CONCLUSION

The work has shown that the notation which is used in graph theory is applicable
to the analysis of citation index structures. This notation was applied to all the aspects
of citation indexing discussed in the literature. The value of the notation is its ability
to make clear otherwise complicated statements, and thereby to force one to make
rigorous statements when discussing citation indexing. Summarized below are the re-
sults of the application of this notation. Many of the concepts were hitherto obscured
by the imprecision and ambiguous verbosity of natural language.

The graph theory notation has been used to define the citing function which per-
mits me to uniquely describe the structure of a citation index network graph and its
parts. The citing function has the power of relating groups of papers which are com-
plexly connected through their bibliographies. The citing function permits these con-
nection patterns to be explicitly stated. The use of the notation, for example, focuses
attention on the difference between a bibliographic entry and a unique description of a
scientific document. It forces one to realize the necessity of each document having a
unique description. For a citation index system to function properly there must be
established at the outset a method for entering items into the system so that each item
is always described the same way no matter how many times it is entered into the sys-
tem .

The use of an association matrix to represent a graph is a convenient tool for
working with vast quantities of citation data. The standard matrix techniques are val-
uable for describing the characteristics of a citation index network. It permits one,
for example, to identify quickly pertinent paths in the network.

When searching the citation index network, the use of graph theory gives one a tool
for resolving the problems of both a batching search system and what has been
called the “man-computer citation index” system. The graph theory notation facilitates
the use of rigorous descriptions of cycling and bibliographic coupling, thus illustrating
their differences and similarities, and indicating how each can be used in a citation in-
dex retrieval system. The successive application of the citing function is powerful in
its ability to express any portion of the network structure. The flexible use of the
citing function permits one to specify all types of relationships among vertices in a
citation network, and thereby not be limited to a specialized case, e.g. , bibliographic
coupling.

The critical path concept of a citation index network has been further expanded
indicating the relationships among authors in a socio-historical milieu. The ability to
transform a citation index network into an author influence graph facilitates by the use
of graph theory, the analysis of the interaction of authors. It permits one to identify,
for example, which authors constitute an invisible college. Moreover, it gives one a
quantitative measure of the cohesiveness of the group of authors.

The use of graph theory is valuable in its ability to describe citation index struc-
tures. Moreover, it is of significant value in the formulation of the citation index
search query. It is facile in its ability to specify transformation graphs which are use-
ful for analyzing the interaction of authors. This work has, therefore, provided a
mathematical description of citation indexing which permits the analysis of citation
data so that many of the problems associated with citation indexing can be clearly
stated and consequently resolved. It is hoped that this will result in non-ambiguous
communication among researcher, system designer, programmer, user, and anyone
else who finds it necessary to discuss citation indexing.
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Area for Further Investigation

There are two main areas where further investigation would be worthwhile. The first
would be to continue the mathematical presentation which has been introduced in this
paper. This would constitute an attempt to discover if any additional graph theory
techniques exist which are applicable to citation index analysis.

The second approach would be to do an analysis of the various types of cycling config-
urations to determine which are the most significant in terms of optimizing the rele-
vance of the retrieved documents. This would most likely take the form of a statistical
analysis of many cycling searches performed on a large-scale citation index file.

3 8
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APPENDIX

TABLE 4

EXAMPLES OF THE USE OF THE CITATION FUNCTION

Citing Function Notation

TX0

T-lx0

yo”  T-lx0

I IT-lx0

y = T-+Txo)

T2xI  =  T  (Txl)

Txo  U T2xo

TX1 n +X2

TX1 n TX2

T-‘yl(1 T-52

English Equivalent

All papers which cite paper x0

All papers in the bibliography of xo

Paper y. is a member of the bibliography
of xo

The number of papers in the bibliography
of xo

y is the set of all papers in the bibliograph-
ies of those papers which cite paper xo

The set of papers which have cited the
papers which have cited x1

All the papers which have cited x0 or have
cited papers which have cited xo

The set of papers which cite xl and are in
the bibliography of x2

The number of papers citing x1  which also
cite x2

The number of papers in the bibliography
of y1  which also appear in the bibliography
of Y2
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TABLE 5

EXPLANATION OF SYMBOLS USED

Symbol Explanation
Page First
Mentioned

= “Is  equal to”

# “Is not equal to”

= “Is  equal to by definition”

x is the symbol to be used when
referring to the members of a
set in general.

{ >

E

P

U

n

B

Same as above except the set is
now a set of ordered pairs.

Braces used to enclose the
members of a set.

“Is a member of”

“Is restricted to”

IIorfl

“And”

The null set
(A set with no members.)

c “Is contained in”

k=l
“The union of elements of Gk
as k goes from 1 to n”

“The intersection of elements
of Gk  as k goes from 1 to n. ”
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