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In 1950, Alan M. Turing, the late
deputy director of the University of
Manchester’s Computing Laboratory in
England, proposed a novel test to deter-
mine whether a machine was capable of
thinking. In thk test, an interrogator has
a teletype conversation with a man and a
woman, both of whom must try to con-
vince the interrogator that they are the
woman. At some point unknown to the
interrogator, the man is replaced by a
machine. If the interrogator is fooled as
often by the machine as by the man, that
machine can be said to have displayed
intelligent behavior. 1

Some 30 years after Turing proposed
this test, many aspects of human behav-
ior have been simulated by a computer.
Programs have been designed to play
checkersz and chess,J prove mathemati-
cal theorems ,4,5 and even mimic the be-
havior of a paranoid human being.b De-

spite the success of these and many
other programs, none of the researchers
investigating what’s been variously
cafled “applied epistemology” or “artifi-
cial intelligence” (AI) would claim this
means the “thinking machine” has ar-
rived. Instead, they would agree that
these programs have contributed impor-
tant information about human behavior,
and how computers can simulate it.

The first part of this two-part essay
will review some of the theones AI
researchers have developed to explain
human “information processing.” The
second part of the essay will cover some
applications of AI research. These in-

clude programs used in robotics, pro-
grams that communicate with computer
users in natural languages such as
English, and “expert systems” which
help chemists, physicians, and others
perform decision-making tasks. The
“pioneer” expert system, DENDRAL,
will be discussed in some detail.T.~

AI grew out of the convergence of
ideas in several different fields, and the
availability of new technologies. Ac-
cording to Avrom Barr and Edward A.
Feigenbaum, Stanford University, Cali-
fornia, the single most important factor
contributing to the birth of the field was
the invention of the computer.9 They
point out that human beings have always
drawn analogies between mechanical
devices and their own behavior. Com-
puters, with their memories and infor-
mation-processing abilities, naturafly in-
vited analogies with the human brain.

Shortly after digital computers be-
came available, computer scientists be-
gan creating programs that, they hoped,
would perform tasks generally consid-
ered to require intelligence. Their ear-
liest efforts were directed at program-
ming computers to solve puzzles, play
games such as chess, backgammon, and
checkers, solve mathematical theorems,
and translate text from one language to
another. The early computer programs
performed these tasks, but not very well.
For example, chess programs were suc-
cessful at following the step-by-step in-
structions for moving chessmen. But
computers couldn’t independently gen-
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crate the strategies needed to win. In
those days, computer scientists were not
ready to program the reasoning required
to make appropriate moves. Indeed,
computer scientists couldn’t easily ex-
plain how they chose a strategy when
playing chess. Barr and Feigenbaum
note, “The realiition that the detailed
steps of almost all intelligent human ac-
tivity were unknown marked the begin-
ning of Artilcial Intelligence as a
separate part of computer science .“9
(p. 6)

Today, AI represents a blend of cogni-
tive psychology and computer science.
Computer scientists base their programs
on many of the theories developed to ex-
plain human cognition and learning. For
example, one of the most basic AI meth-
ods for incorporating knowledge in a
computer program draws upon theories
on how humans acquire new knowledge.
Jean Piaget, the late dwector of the
University of Geneva’s International
Center for Epistemology, Switzerland,
suggested that human knowledge takes
the form of simple models of the com-
plex world we experience, 10The process
of learning involves noting where new
data fail to meet our existing models, or
expectations, and adapting these models
to incorporate the new information.
Simply put, existing knowledge is modi-
fied and enhanced by new information.
As we gain more and more information,
our models become more and more so-
phisticated. Most AI programs now
operate by associating, or relating,
larger and larger pieces of information
with one another until these combined
pieces of information have some mean-
ing.11

Although simulating human thinking
has been the goal of all AI programs, the
AI community is presently split into two
camps over how these pieces of informa-
tion should be related to one another by
the computer before it can<reason. One
camp, led by Marvin Minsky, Massachu-
setts Institute of Technology (MIT),

Cambridge, Massachusetts, betieves re-
searchers should develop programs that
include the type of inconsistent or “fuz-
zy” information humans generally use.
The other camp, led by John McCarthy,
Stanford University, believes computers
should be designed to reason according
to the precise language of mathematical
logic. 12

Most of the AI researchers working on
programs that mimic human thinking
are building upon the work of linguists
and other scholars who, in the 1950s,
were trying to develop machines that
could translate text. Most early efforts
failed because these machines did little
more than look up words in a biliigual
computer dictionary and rearrange the
terms according to rules of syntax. The
machines could not deal with the fact
that words and phrases can have multi-
ple meanings. As noted in a previous
essay, the machine’s failure to deal with
th~ ambiguity in language led to a num-
ber of amusing translations. 10One of the
earliest English-Russian translating ma-
chines converted “Out of sight, out of
mind” into “invisible idiot. “14 More im-
portantly, people like Yehoshua Bar-
Hillel, Hebrew University, Jerusalem,
Israel, predicted that complete machine
translation would never be possible. 15

In the 1960s, Noam Chomsky, MIT,
developed an influential theory that
helped to explain how people deal with
these multiple meanings of words. He
proposed that we are born with a mental
structure for language which enables us
to interpret the sentences we hear. lb
This structure makes it possible to re-
peat something we’ve heard some time
back, without having to remember the
explicit words. AI researchers have built
upon this concept of a mental structure
in their attempts to represent knowledge
in computer programs. Programs de-
signed to mimic human thinking associ-
ate new information with concepts or
facts already programmed into the com-
puter. The methods used in AI to store
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and manipulate data so they can be
called up and associated in the way we
think are called “knowledge representa-
tions.”17

Some of the earliest knowledge repre-
sentations were designed for natural
language (NL) programs which permit-
ted one to communicate with the com-
puter in English, or another native lan-
guage. Since language is the most tangi-
ble reflection of human thought, AI
workers reasoned that simulating lan-
guage would be an important step to-
ward simulating thought. And, as they
learned through their failure with early
translating machines, simulating lan-
guage understanding requires sentence
comprehension, which requires a great
deal of knowledge, Steven K. Roberts, a
microprocessor-systems consultant in
Dublin, Ohio, explains: “Language has
to be considered as only one part of a
much more complex communication
process, one in which the knowledge
and state of mind of the participants are
as much responsible for the interpreta-
tion of verbal utterances as are the
words. ”1~

One of the earliest NL programs,
called ELIZA, mimicked the responses
of a psychiatrist. Developed in 1966 by
Joseph Weizenbaum, MIT, each re-
sponse of the computer is called up from
a set of stored sentences associated with
words spoken by the patient. For exam-
ple, whenever the word “mother” is
spoken, the computer replies with a
stock sentence, such as, “Tell me more
about your mother.”lg

ELIZAS human-like responses lured
many people into reciting their personal
problems to a computer, But the com-
puter actually had no understanding of
language-it merely reacted to key
words. Most subsequent attempts at
language understanding, therefore, fo-
cused on programs that could parse, or
pick apart a sentence to determine what
each word and, ultimately, the sentence
meant. In AI programs, a parser uses

grammatical rules as well as other
sources of knowledge to determine the
role each word plays in the sentence,
and how these words relate to one
another, to mean something.g

In the early 1970s, two basic ap-
proaches to knowledge representations
in NL programs were emerging in the AI
community-procedural and declara-
tive representations. In the procedural
representation, Barr and Feigenbaum
explain, “Knowledge about the world is
contained in procedures—small pro-
grams that know how to do specific
things, how to proceed in a well-speci-
fied situation. ”9 (p. 155) The procedural
representation contains information
about the problem to be solved, as well
as information about which procedure
contains the solution. For example, a
parser for an NL-understanding program
would know that a noun phrase contains
articles, adjectives, and nouns. When
confronted with a noun phrase, it would
calf up routines that process articles, ad-
jectives, and nouns.g

In a declarative representation
scheme, the direct, explicit relationships
between words are programmed into the
computer. One of the most influential
declarative schemes is the semantic net-
work ,20 proposed as a model for human
associative memory by M. Ross Quillian,
formerly of Bolt, Beranek & Newman,
Inc., Cambridge, Massachusetts. A
similar knowledge representation had
been developed at IBM some years earli-
er, according to Manfred Kochen, Uni-
versit y of Michigan, Ann Arbor.21 A se-
mantic network consists of nodes, which
are objects, concepts, and events, and
of links, or symbolic references between
these nodes which represent their rela-
tionships. In the network shown in
Figure 1, for example, “bird,” “wings,”
and “robin” are concepts. Their rela-
tionships are specified as “has-part” and
“subset.” When given the sentence,
“Robins are birds,” the computer would
search the linkages in this network and
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Fkgme lx Network segment from a semantic network
knowledge representation, Words in uppercase are
nodes, or ccmcepti. Words in lowercase are finks, or sym-
bdkc references Lwtween the concepts. Tbu network seg-
ment would be interpreted by the computer as, %nce
robins are birds, and”bkds have wings. &en robins have
wings.”’
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Source: Barr A & Fefgenbrmm E A, eds. The handbook
of m?iflcial inte//igence, Los Altos, CA: Williw
Kaufmann, 1981, Vol. 1. p. 157. (Reprinted with
permission of the publisher, )

conclude: “Since robins are birds, and
birds have wings, then robins have
wings.”9 (p. 157)

Subsequent semantic networkszz built
upon Quilhan’s model, but used dtifer-
ent schemes for describing the primitive,
or basic, attributes of the information in
the data base. In his work on NL pro-
grams that could paraphrase a sentence,
Roger C. Schank, Yale University, New
Haven, Connecticut, developed pro-
grams based on what he called “primi-
tives of conceptual dependency.”23
These primitives include the set of ac-
tions in which there is a transfer of men-
tal information (telliig, hearing, writ-
ing); the set in which there’s a transfer of
possession (giving, taking, buying, sell-
ing); and the set involving sensing
(watching, smelling, listening). These
primitives are used to diagram the se-
mantic structure of a sentence. With
these programs, diagrams representing a
sentence, and a paraphrase of that sen-
tence, are simiiar. Moreover, incom-
plete sentences entered into the pro-
gram organize themselves in such a way
that blank spaces are left for expected
items. For example, given the sentence
fragment, “’John gave, ” the program ex-
pects an object and a recipient of that
object .24

Schank’s work on primitives of con-
ceptual dependency was part of a long-

term trend toward tiewing language un-
derstanding, and ultimately thinking, as
a process “in which words serve as cues
for retrieving expectations from memo-
ry.”zd Schank and Mh,sky are now work-
ing on representation schemes that oper-
ate by using the expectations an indhid-
ual might have when confronted with
certain stereotyped situations.

With Minsky’s frame, or framework,
representation,zs each frame is dominat-
ed by a central concept—such as a bird,
person, or event—and includes a set of
slots describing attributes of that con-
cept. A bird frame, for example, might
include slots for such attributes as egg
laying, flying, wings, and singing. Each
attribute in the frame is labeled optional
or not optional for each of the stere~
typed situations created in the program.
This makes it possible to determine
which attributes are most important for
a given situation. For example, in a
biological context, flying and singing
might be optional to the bird frame. Egg
laying and wings would not. 12

In the knowledge representation de-
veloped by Schank and Robert P. Abel-
son, Yale University, the machine is
taught about the real world through
frames. It also learns about the world
through “scripts” that summarize com-
mon human experiences.zb The stereo-
typed situations described in these
scripts emble the machine to fii in miss-
ing information-make assumptions
about a statement based on the context
in which that statement is made.
Schank’s restaurant script, for example,
describes the events that typically take
place from the time a person walks in
and is seated until the time he or she pays
the bill and leaves. Using the contextual
information provided in th~ script, the
computer can resolve ambiguities in lan-
guage used to describe a visit to a restau-
rant. From the statement, “I ate a
steak, ” the computer would know that
the steak had to be ordered from the
menu and paid for. Furthermore, as
Schank explains in a Fortune article on
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AI, the computer would know that “or-
dering a steak is dtiferent from ordering
a subordinate or ordering your af-
fair$,”ll

Schank and Minsky’s representation
schemes are based on explicitly psycho-
logical models of human thought. These
scientists, and many of their colleagues,
believe that if a large enough voIume of
information can be manipulated by
frames or scripts, computerized reason-
ing may, ultimately, be possible.

But McCarthy and Nils Nilsson, SRI
International, Menlo Park, California,
disagree. They believe that psychologi-
cally based systems tend to be “some-
what fuzzy and mushy” 12—that is, lack-
ing in precision. Instead, they propose
that AI systems be based on the well-
formulated languages of mathematical
logic, even if these languages aren’t
“psychologically real. “27

At their most basic level, AI programs
based on logic employ propositions or
statements known to be true or false to
derive other, more complicated state-
ments that must also be true or false. For
example, if it’s true that all birds have
wings, and that Joe is a bird, you can in-
fer that Joe has wings. McCarthy, how-
ever, has found that commonsense rea-
soning isn’t always as clear-cut as mathe-
matical logic. Invariably, exceptions can
be found for most of the statements
proved true or false. His answer is a new
form of logic that he calls “circumscnp-
tion.”2B T’his is a form of non-monotonic

reasoning which provides for these ex-
ceptions. In monotonic reasoning, a
computer (or person) might accept the
statement, “Birds can fly. ” But this state-
ment would be false if you were talking
about dead birds, or ostriches and pen-
guins. Using circumscription, however,
the statement would be put forth as,
“Birds can fly unless something prevents
them.” Then the computer could ap-
proach the problem by reasoning, “If Joe
is a bird and Joe is not a member of the
set ‘prevented from flying’ then Joe can
fly.”12

Although the knowledge representa-
tions described organize knowledge in
very different ways, all rely on the same
basic set of operating principles. In
general, an AI system will include a
“knowledge base” which consists of such
knowledge structures as semantic net-
works or predicate calculus expressions.
The knowledge base is manipulated by a
set of “operators,” or rules for using the
information in the knowledge base. In
chess, for example, these operators are
the rules for moving chessmen. The
thwd component of the AI system is the
“control strategy” for deciding which
operators, or rules, are needed to solve
the problem at hand. The object in an
AI program is to solve a problem by ap-
plying the appropriate sequence of oper-
ators to the knowledge base to reach a
solution. Each time an operator is ap-
plied, the configuration of knowledge in
the knowledge base changes. In chess,
the goal is to find the right sequence of
moves to reach checkmate, Each time
an operator (chess rule) is applied, a new
board configuration is created.g

In AI, each new configuration of
knowledge is called a state. The process
of solving a problem is generally dia-
gramed as a “search tree,” with each
node in this branching structure repre-
senting a new state, which can be the
solution or a step toward the solution.
The computer searches along each
branch until it reaches a node that repre-
sents the correct solution.9

The major difficulty in searching a
complicated search tree—solving a com-
plex problem—is that examining all al-
ternatives involves an unreasonable
amount of time on even the fastest com-
puter. A chess program that looks ahead
52 moves would have to analyze lW
possible courses of action. 11 This prob-
lem, called the “combinatorial explo-
sion, ” plagues all problem-solvers,
human or mechanical. Most current
knowledge representations, therefore,
incorporate information or procedures
that limit the search for solutions to a
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search for the best possible alternatives.

In the 1950s, Allen Newell and J.C.
Shaw, formerly of the RAND Corpora-
tion, Santa Monica, California, and
Herbert A. Sirnon, Carnegie-Mellon
University, Pittsburgh, Pennsylvania,
developed an important technique for
searching. They equipped their early
programs with heuristics, or “good
guess” knowledge, to help computers
focus on the most promising course of
action. Zg.m Heuristics are based on re-
search into the strategies humans use for
solving problems. An example of one
such heuristic, used for an expert system
that helps physicians diagnose infectious
dtseases, is shown in Figure 2. Comput-
ers must, of course, be programmed to
use these rules. But once built into the
program, they are extremely effective at
interpreting new data in a meaningful
fashion. Most AI programs now incor-
porate these heuristics to some extent. A
convenient representation for heuristics
is called the production rule. Production
rules are used in many of the expert sys-
tems I’ll discuss in the second part of this
essay.

Researchers have made great strides
in modeling human cognition since the
term artificial intelligence was coined by
McCarthy in 1956.31 But most members
of the AI community believe that until
machines can perform commonsense
reasoning, they cannot be called intelli-
gent. And common sense seems to be
based on a great deal of implicit
knowledge—too much, thus far, for cur-
rent computers to store and for current
programs to manipulate. For example,
for a computer to understand the sen-
tence, “I’m going to the store,” it must
know what a store is, and realiie that I’ll
need money or a credh card to buy
something. Giving a program a great
deal of commonsense knowledge is a
major goal of AI research.

Even if reasoning programs are cre-
ated, though, AI researchers believe
that true thinking machines must await
the development of an entirely dtiferent

t’lgnre Z: Heunsnc, or production rule, for tfie experl
system MYCIN.

IF 1) the infection is primary-bacteremia, snd
2) the site of the culture is one of the sterile

sites, and
3) the suspected patal of entry of the

organism is the gastrointcsiinal tract,
THEN there is suggestive evidence ( .7) that Ihe

identity of ihe organism is bacteroides,

Source: Barr A & Fe fgenbnum E A, eds. The handbook
of artificial intelligence. Los Altos, CA: William
Kaufmann, 1981. Vol. H. p. 187. (Reprinted with
permission of the publisher. )

type of computer. Current serial, or so-
called von Neumann, computers consist
of thousands to billions of individual
“memory cells, ” each of which feeds in-
formation to a single central processing
unit (CPU). The CPU then performs one
operation at a time. The human brain,
by contrast, performs many different op-
erations at the same time. Many AI in-
vestigators believe that a computer is
needed now that can perform thousands
of operations in parallel, and relate these
operations to one another in the same
manner humans associate different
ideas .32

Researchers at MIT; Lawrence Liver-
more Laboratory, Berkeley, California;
and University of Manchester are al-
ready using computers with thousands of
CPUS that operate in parallel.sz Other
such computers are being built at the
University of Maryland, College Park;
Columbia University, New York; and
New York University, New York .32 And
the ‘{Fifth Generation” project funded
by the Japanese government is directed
toward the development of special AI
hardware and programs.ss But few pro-
grams currently exist that can fully use
the “parallelism” of these computers.sz
Very large scale integrated circuitry
(VLSI) technology also offers some
promise for the development of parallef
processing computers. With this tech-
nology, circuits that act as processors,
memories, and input-output circuits
may be etched on a single silicon chip
the size of a fmgemail. But VLSI is still
in a developmental stage.sz

409



This brief survey of the literature on
AI clearly cannot cover every concern
of investigators in this wide-ranging
field. For example, no matter how much
information a computer contains, unless
it can make new associations and expand
its own capabilities, it wilf be limited by a
programmer’s knowledge and time. So a
number of schemes have been devel-
oped for teaching computers to learn.
These include rote learning, trial and er-
ror, and adaptation .2,21,34-36Also essen-
tial to the growth of the field have been
the new list-processing computer lan-
guages which make AI programs possi-
ble. Although the first such language
was IPL, developed by Newell, Shaw,
and Simon in 1957,37 the vast majority of
AI researchers currently use LISP, de-
veloped by McCarthy in 1958.~ Unlike
such languages as FORTRAN and
BASIC, which were designed for “num-
ber crunching” or pure calculation,
LISP is designed for manipulating sym-
bols. LISP also differs from these other
languages in that programs can be
changed fairly easily because memory
can be easily added to or deleted from
any data structure. Perhaps the most im-
portant dtiference between LISP and
other computer languages is that “each
site in a computer’s memory where a
symbol is stored also contains directions
to other sites where associated symbols
reside. ”sg For example, the word “ele-
phant” might have pointers to “gray,”
“has a trunk,” and “four-legged.” These

pointers make it possible for one con-
cept to call up another or, in anthropo-
morphic terms, for the machine to make
associations.@

The computer scientists and cognitive
psychologists who make up the majority
of AI researchers have been joined in
their search for an explanation of intelli-
gence by Iiiguists, philosophers, cyber-
neticists, pattern recognition research-
ers, and others. Not surprisingly, there-
fore, papers on AI can be found in such
journals as Behavioml and Bmin Sci-
ences, Cognition and Bmin Theory,
Tmnsactions on Pattern Recognition
and Machine Tmnslation, International
Journal of Man-Machine Studies, Com-
munications of the Association for Com-
puting Machinery, and Human Systems
Management. Popular magazines, such
as Robotics Age and OMNI, also carry
occasional articles on AI, and A I Maga-
zine carries semitechnical reports. The
key journals in the field, according to
Barr and Feigenbaum,g are Artificial In-
telligence, Cognitive Science, and
American Journal of Computational
Linguistics. Artificial Intelligence and
Cognitive Science are covered in Social
Sciences Citation Indexm (SSCP ), and
Cuwent Contents@ /Social & Beha vioml
Sciences. Artificial Intelligence is also
covered in Science Citation Index@
(SCP ); SCI, Abridged Edition; and
ZSI/CompuMath? The field well illus-
trates the futility of trying to separate
“social” from natural or physical sci-

Tabla 1: LU/CompuMath” research fronts on art~]cial intelligence. A= research front number.

B= research front name. C= number of core papers in the research front. D= number of cidng papers in
the research front.

A B c

813-0191 Retrieval processes, computational linguistics, and Smrguage processing 9
80-0724 Automatic, resolution, and nonreaolution theorem proving 3
80-0726 Computer-aided d~agnnsia and clinical judgment 2
r30-0739 Nonrecuraive grammars, natural languages, and inductive inferences of 6

formal languages

80-1033 Computer assistance for structure elucidation of organic compounds 3
SO-1155 Cognition, psychological epistemology, and experiments in artificial 2

inteSfigence
W-1963 Knowledge-engineering and computer-aided medical decision-making 2

D

69
25
18
W

46
20

26
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ences. That is the problem that underlies
the creation of a un~led index to sci-
ence.

By the standards we are used to in the
liie sciences, AI is not a large field. Even
now its total literature is relatively small.
For example, the paper in which Turing
presents his famous test has “only” been
cited about 130 times in SCZ and SSC1
since these indexes were started. At such
a low annual rate, it is not surprising that
AI papers do not yet turn up in the larger
research fronts obtained initially from
X1. However, once we “extracted the
fields of computer science and math to
create our ISI/CompuMath data base,
research fronts in AI did surface. Re-
search fronts are specialty areas iden-
tified when a group of current papers
cites one or more core papers for that
topic. Eight such fronts are listed in
Table 1. Two on this list, “Knowledge-
engineering and computer-aided medi-
cal decision-making” and “Computer-
aided diagnosis and clinical judgment, ”
are concerned with expert systems that
help physicians make decisions and di-
agnoses. The research front entitled
“Computer assistance for structure
elucidation of organic compounds” also
focuses on an expert system, only this is
one used by chemists. These expert sys-

tems will be discussed in some detail in
Part 2 of th~ essay. We will also provide
a list of those core papers and books not
already mentioned.

The second part will also discuss a
variety of other AI applications, includ-
ing certain robotic and NL systems.
However, since expert systems have
become such an important spin-off of AI
research, and because they demonstrate
how the concepts developed through
basic AI research have been applied, a
great deal of attention will be devoted to
them. In Part 2 we will also discuss some
of the institutions involved in AI re-
search and explain how ISP is using AI
to solve some of our bibliographic
verification and classflcation problems.
The whole problem of automatic classi-
fication and indexing is invariably an AI
problem. But with day-to-day practical
problems of delivering usable indexed
information, it is not possible to wait
while AI matures.

*****

My thanks to Joan Lipinsky Cochmn
and Amy Stone for their help in the
prepamtion of this essay. @l’am 1s1
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